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“two little girls eating 
donuts in a room”  

“a group of zebras 
grazing in a filed with 
a rainbow in the sky”  

“a group of skiers flying 
through the air while riding 

skis”  
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Attributes:

[bananas: 1] [market: 
0.99] [table: 0.51] 
[people: 0.43]

Objects: 

cat, suitcase, bag, luggage
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Given query                  and a set of keys/values

Bilinear query-key representation between query and each key:

Based on             , we measure  two kinds of bilinear attention distributions:

Spatial bilinear attention weights:

Channel-wise bilinear attention weights:

The final output attended value feature in X-Linear attention block:
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(c) X-Linear attention block (+ELU)

Jonathan T Barron. Continuously differentiable exponential linear units. arXiv preprint arXiv:1704.07483, 2017.
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Model Group
B@4 METEOR ROUGE-L CIDEr-D

c5 c40 c5 c40 c5 c40 c5 c40

X-LAN Pan, et al., CVPR’20 40.3 72.4 29.6 39.2 59.5 75.0 131.1 133.5

AoANet Huang, et al., ICCV’19 39.4 71.2 29.1 38.5 58.9 74.5 126.9 129.6

HIP Yao, et al., ICCV’19 39.3 71.0 28.8 38.1 59.0 74.1 127.9 130.2

GCN-LSTM Yao, et al., ECCV’18 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5

RFNet Jiang, et al., ECCV’18 38.0 69.2 28.2 37.2 58.2 73.1 122.9 125.1

Up-Down Anderson, et al., CVPR’18 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5

LSTM-A Yao, et al., , ICCV’17 35.6 65.2 27 35.4 56.4 70.5 116 118

Watson Multimodal Rennie, et al., CVPR’17 34.4 63.6 26.8 35.3 55.9 70.4 112.3 114.6

G-RMI Liu, et al., ICCV’17 33.1 62.4 25.5 33.9 55.1 69.4 104.2 107.1

MetaMind/VT_GT Lu, et al., CVPR’17 33.6 63.7 26.4 35.9 55 70.5 104.2 105.9

DLTC@MSR Gan, et al., CVPR’17 33.1 63.1 25.7 34.8 54.3 69.6 100.3 101.3

reviewnet Yang, et al., NIPS’16 31.3 59.7 25.6 34.7 53.3 68.6 96.5 96.9
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http://www.auto-video-captions.top/2020/

http://www.auto-video-captions.top/2020/

