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Abstract

The first YouMakeUp VQA Challenge, hosted at CVPR
2020 Workshop on Language & Vision with applications to
Video Understanding (LVVU), focuses on fine-grained ac-
tion understanding in makeup instructional videos. This
challenge presents two question-answering tasks: image
ordering and step ordering. In this paper, we propose an
overview and comparative analysis of our system designed
for the step ordering task. First, we regard the step ordering
task as the moment retrieval problem. Then, we compute the
Levenshtein distance between the predicted order and each
candidate. We select the candidate with the shortest dis-
tance as the final answer. Specifically, we adopt two tech-
niques to improve performance. To retrieve the moments
accurately, a late guidance module is designed to further
integrate the videos and sentences tightly. We then combine
multiple moment retrieval models to improve classification
accuracy. Finally, our approach obtains the 85.19% accu-
racy on the testing set.

1. Introduction

The step ordering task aims to evaluate models’ fine-
grained semantic alignment abilities between textual de-
scriptions and video clips. In essence, we define the step
ordering as the moment retrieval task, which aims to tempo-
rally localize activities from unconstrained videos via lan-
guage [2].

Current approaches for moment retrieval tasks mainly
consist of the following stages: feature extraction stage for
encoding the videos and sentences into embedding, cross-
modal fusion stage for integrating the information from
both modalities, and moment localization stage for identi-
fying the start and end time of the described activity inside
the video.

More specifically, these methods usually first extrac-
t powerful video features using 3D convolutional neural net-
work (CNN) (e.g. the I3D [[1]]) or an ImageNet pre-trained
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CNN (e.g. VGG16 [4]]), and obtain a sentence embedding
via a LSTM over word embeddings or an off-the-shelf sen-
tence encoder. Then video features and sentence embed-
ding are fused in the cross-modal feature fusion stage, such
as element-wise addition used in [2] and vector concate-
nation adopted in [5]. Finally, these methods predict the
temporal position in the localization stage, which is usually
composed of MLP [3]], temporal convolutional networks [7]]
or 2D-CNN [8]].

Despite the promising performance, the majority of pro-
posed methods do not integrate the video features and lan-
guage tightly. Some state-of-the-art systems ignore the sen-
tence embedding in the localizer stage. Although these
methods combine the language and video in the fusion
stage, it is far from enough for moment localization due to
its high demand for the proper semantic alignment between
vision and linguistic domain.

To solve the above challenges, unlike previous work that
only combines features in the fusion stage, we propose a
framework that leverages sentence embedding in the local-
izer stages. We utilize the sentence embedding to guide
the localizer to determine the start and end time of mo-
ments, which can further bridge the vision and language
domain. Specifically, the sentence embedding is linearly
transformed to generate the attention weight for each chan-
nel of feature maps.

2. Approach

We utilize the 13D features provided by the YouMakeUp
organizer as the input of moment retrieval networks. We
adopt one of the state-of-the-art models, 2D Temporal Ad-
jacent Network (2D-TAN) [8], as our baseline model for
the moment retrieval task. Then, we equip the late guid-
ance module with 2D-TAN to localize the moments more
precisely.

Late Guidance Module. After obtaining the multi-
modal representation, we further guide the process of mo-
ment localization through the sentence embedding. Follow-
ing 2D-TAN [8]], we adopt the 2D-CNN as the backbone of



the moment localization. More specially, we first shift the
length of sentence embedding into the channel numbers of
the feature map of 2D-CNN. Then, we employ the sentence
embedding as channel attention for the outputs of 2D-CNN.
Specifically, we update each channel by multiplying the cor-
responding scalar a; from the sentence embedding. Finally,
a normalization operation is conducted to avoid over-fitting.
This module is achieved by following equation:
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where the «; is the 7;j, of learned scalars «, C; is 44, channel
of the feature map of 2D-CNN, f; is sentence embedding,
and WM’ is the learned parameters of MLP.

The late guidance module can regard as a channel atten-
tion mechanism designed for the outputs of localization net-
works. Besides, various «; can modulate individual feature
maps in a variety of ways. More importantly, o can offer
valuable guidance to the moment retrieval since it is derived
from the sentence embedding. Moreover, as we share the
same W™ in the moment localization stage, the late guid-
ance module is a computationally efficient method and only
involves a handful of parameters.

3. Experiments

To evaluate our approach, we conduct experiments on
the YouMakeUp dataset. In this section, we first describe
evaluation metrics. Then, we compare the performance of
our method with the state-of-the-art models.

3.1. Evaluation Metrics

Following previous work [6], we adopt Rank n@ tloU
= m metric to evaluate moment retrieval method. It is de-
fined as the percentage of sentence queries having at least
one correct moment retrieval in the top n retrieved clips.
Specifically, we use n € {1, 5} withm € {0.1, 0.3, 0.5, 0.7}
for YouMakeUp dataset. Besides, we adopt the common
classification accuracy for question answer task.

3.2. Results and Analysis

To improve the performance, we conduct experiments
according to the following three directions: sentence pair-
wise comparison only using the NLP model, moment re-
trieval, and combination of multiple moment retrieval mod-
els.

First, Following the [6]], we adopt the Siamese network
structure for textual embedding and binary classification.
We adopt a deeper network with more fully-connected lay-
ers and ReLU layers. We also utilize different pre-trained
word embedding models. However, both tricks do not bring
significant gain.

Second, we formulate the step ordering as the momen-
t retrieval task and adopt 2D Temporal Adjacent Network
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Table 2. Classification accuracy for the step ordering task.

Methods accuracy
SCDM 69.18
SCDM+ 71.72
2D-TAN 68.18
Ours 70.34
Ours and SCDM+ 79.56
Ours, SCDM+ and 2D-TAN 83.09
Ours, SCDM+, 2D-TAN, and SCDM 85.19

(2D-TAN) [8]] as our baseline model for the moment re-
trieval task. We verify the effect of late guidance mod-
ule and list the result in Table [[l We can see that the late
guidance module boosts the Rank1 @IoU0.5 from 37.83%
to 41.74%. Besides, our method also outperforms one of
the state-of-the-art models, SCDM [[7]] (34.39%) and SCD-
M trained with more supervision (37.33%) with the same
13D [1] visual featureﬂ

Third, we combine multiple moment retrieval models to
obtain higher classification accuracy. After obtaining the
position of target activity from moment retrieval models,
we calculate the Levenshtein distance between the predicted
order and each candidate. Next, we fuse the distance of
multiple models and select the candidate with the shortest
distance.

Table [2] shows the accuracy of single model and multi-
ple models. Interestingly, although our model can localize
moments more accurately, it obtains a lower accuracy than
the SCDM+ model. Beside, fusing multiple models can im-
prove performance significantly. We compute the sum of
multiple models’ distance and select the candidate with the
shortest distance. Specifically, combining 10 models (e.g.,
1 SCDM model, 1 SCDM+ model, 4 2D-TAN models, and
4 our models) achieve the 85.19% classification accuracy.

4. Conclusion

In this paper, we introduce our solution to the step or-
dering task. First, we design the late guidance module to
further integrate the videos and sentence tightly. Then, we
fuse multiple moment models to achieve higher classifica-
tion accuracy. In the future, we plan to utilize more power-
ful visual features to solve the task of moment retrieval.
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